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1 Introduction

The excited states of the Calogero-Sutherland model [14] and its relativistic model
(the trigonometric limit of the Ruijsenaars model) [11] are described by the Jack
polynomials [13] and their q-analog (the Macdonald polynomials) [6], respectively.
Since the Jack polynomials coincide with certain correlation functions of WN

algebra [8, 1], it is natural to expect that the Macdonald polynomials are also
realized by those of a deformation of WN algebra.

In a previous paper [12], we derived a quantum Virasoro algebra whose singu-
lar vectors are some special kinds of Macdonald polynomials. On the other hand,
E. Frenkel and N. Reshetikhin succeeded in constructing the Poisson WN algebra
and its quantum Miura transformation in the analysis of the Uq(ŝlN) algebra at
the critical level [4]. Like the classical case [3], these two works, q-Virasoro and q-
Miura transformation, are essential to find and study a quantum WN algebra. In
this article, we present a q-WN algebra whose singular vectors realize the general
Macdonald polynomials.

This paper is arranged as follows: In section 2, we define a quantum defor-
mation of WN algebras and its quantum Miura transformation. The screening
currents and a vertex operator are derived in section 3 and 4. A relation with
the Macdonald polynomials is obtained in section 5. Section 6 is devoted to con-
clusion and discussion. Finally we recapitulate the q-Virasoro algebra and the
integral formula for the Macdonald polynomials in appendices.

2 Quantum deformation of WN algebra

We start with defining a new quantum deformation of theWN algebra by quantum
Miura transformation.

2.1 Quantum Miura transformation

First we define fundamental bosons hi
n and Qi

h for i = 1, 2, · · · , N and n ∈ Z such
that1

[hi
n, h

j
m] = −1

n
(1− qn)(1− t−n)

1− p( δijN−1)n

1− pNn
pNnθ(i<j) δn+m,0,

[hi
0, Q

j
h] = δij −

1

N
,

N∑

i=1

pinhi
n = 0,

N∑

i=1

Qi
h = 0, (1)

1 We found this commutation relation by comparing the Poisson bracket in Frenkel-
Reshetikhin’s work [4] and the commutator in ours [12]. The oscillator an used in [12] is
given by an = −nh1

np
−n/2/(1− tn) and a−n = nh1

−np
n/2(1 + pn)/(1− t−n) for n > 0.
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with q, t ≡ qβ ∈ C and p ≡ q/t. Here θ(P ) ≡ 1 or 0 if the proposition P is
true or false, respectively. This bosons correspond to the weights of the vector
representation hi whose inner-product is (hi · hj) = ( δijN − 1)/N .

Let us define fundamental vertices Λi(z) and q-WN generators W i(z) for i =
1, 2, · · · , N as follows:

Λi(z) ≡ : exp




∑

n 6=0

hi
nz

−n



 : q

√
βhi

0p
N+1

2
−i,

W i(zp
1−i
2 ) ≡

∑

1≤j1<···<ji≤N

: Λj1(z)Λj2(zp
−1) · · ·Λji(zp

1−i) :, (2)

and W 0(z) ≡ 1. Here : ∗ : stands for the usual bosonic normal ordering such that
the bosons hi

n with non-negative mode n ≥ 0 are in the right. Note that

WN(zp
1−N

2 ) = :Λ1(z)Λ2(zp
−1) · · ·ΛN(zp

1−N ) : = 1. (3)

If we take the limit t → 1 with q fixed, the above generators reduce to those of
Ref. [4]. These generators are obtained by the following quantum Miura trans-
formation:

:
(
pDz − Λ1(z)

) (
pDz − Λ2(zp

−1)
)
· · ·

(
pDz − ΛN(zp

1−N )
)
: =

N∑

i=0

(−1)iW i(zp
1−i
2 )p(N−i)Dz ,

(4)
with Dz ≡ z ∂

∂z
. Remark that pDz is the p-shift operator such that pDzf(z) =

f(pz).

2.2 Relations of q-WN generators

Next we give the algebra of the above q-WN generators. LetW i(z) =
∑

n∈ZW
i
nz

−n.
Let us define a new normal ordering ◦

◦ ∗
◦
◦ for the q-WN generators as follows:

◦
◦W

i(rw)W j(w)◦◦

≡
∮ dz

2πiz

{
1

1− rw/z
f ij

(
w

z

)
W i(z)W j(w) +

z/rw

1− z/rw
W j(w)W i(z)f ji

(
z

w

)}

=
∑

n∈Z

∑

m≥0

m∑

ℓ=0

f ij
ℓ

{
rm−ℓ ·W i

−mW
j
n+m + rℓ−m−1 ·W j

n−m−1W
i
m+1

}
w−n, (5)

with

f ij(x) ≡ exp

{∑

n>0

1

n
(1− qn)(1− t−n)

1− pin

1− pn
1− p(N−j)n

1− pNn
p

j−i

2
nxn

}
,

3



f ji(x) ≡ f ij(x), (i ≤ j), (6)

and f ij(x) ≡ ∑
ℓ≥0 f

ij
ℓ xℓ. Here (1 − x)−1 stands for

∑
n≥0 x

n. Remark that this
normal ordering ◦

◦ ∗ ◦
◦ is a generalization of the following usual one (∗) used in

the conformal field theory:

(AB) (w) ≡
∮

w

dz

2πi

1

z − w
A(z)B(w)

≡
∮

0

dz

2πiz

{
1

1− w/z
A(z)B(w) +

z/w

1− z/w
B(w)A(z)

}
. (7)

The relation of the q-WN generators should be written in this normal ordering.
Here we present some examples of them. The relation of W 1(z) and W j(z) for
j ≥ 1 is

f 1j
(
w

z

)
W 1(z)W j(w)−W j(w)W 1(z)f j1

(
z

w

)
(8)

= −(1− q)(1− t−1)

1− p

{
δ
(
p

j+1

2

w

z

)
W j+1

(
p

1

2w
)
− δ

(
p−

j+1

2

w

z

)
W j+1

(
p−

1

2w
)}

,

with δ(x) ≡ ∑
n∈Z xn; and that of W 2(z) and W j(z) for j ≥ 2 is

f 2j
(
w

z

)
W 2(z)W j(w)−W j(w)W 2(z)f j2

(
z

w

)
(9)

= −(1 − q)(1− t−1)

1− p

(1− qp)(1− t−1p)

(1− p)(1− p2)

{
δ
(
p

j

2
+1w

z

)
W j+2(pw)

− δ
(
p−

j

2
−1w

z

)
W j+2(p−1w)

}

−(1 − q)(1− t−1)

1− p

{
δ
(
p

j

2

w

z

)
◦
◦W

1(p−
1

2z)W j+1(p
1

2w)◦◦

− δ
(
p−

j

2

w

z

)
◦
◦W

1(p
1

2z)W j+1(p−
1

2w)◦◦

}

+
(1− q)2(1− t−1)2

(1− p)2

{
δ
(
p

j

2

w

z

)(
p2

1− p2
W j+2(pw) +

1

1− pj
W j+2(w)

)

− δ
(
p−

j

2

w

z

)(
pj

1− pj
W j+2(w) +

1

1− p2
W j+2(p−1w)

)}
,

with W i(z) ≡ 0 for i > N . The main terms of

f ij

(
w

z

)
W i(z)W j(w)−W j(w)W i(z)f ji

(
z

w

)
(i ≤ j)

is

−(1 − q)(1− t−1)

1− p

min(i,N−j)∑

k=1

k−1∏

ℓ=1

(1− qpℓ)(1− t−1pℓ)

(1− pℓ)(1− pℓ+1)

4



×
{
δ
(
p

j−i

2
+kw

z

)
◦
◦W

i−k(p−
k
2 z)W j+k(p

k
2w)◦◦ − δ

(
p

i−j

2
−kw

z

)
◦
◦W

i−k(p
k
2 z)W j+k(p−

k
2w)◦◦

}
.

To obtain the above relations, the fundamental formula is

f 11
(
w

z

)
Λi(z)Λi(w) − Λi(w)Λi(z)f

11
(
z

w

)
= 0,

f 11
(
w

z

)
Λi(z)Λj(w) − Λj(w)Λi(z)f

11
(
z

w

)

=
(1− q)(1− t−1)

1− p

(
δ
(
w

z

)
− δ

(
p
w

z

))
: Λi(z)Λj(w) :,

for i < j, here we use2

exp

{∑

n>0

1

n
(1− qn)(1− t−n)xn

}
− exp

{∑

n>0

1

n
(1− q−n)(1− tn)x−n

}

=
(1− q)(1− t−1)

1− p
( δ(x)− δ(px)) . (10)

To calculate the general relations, the following formulae are useful:

exp

{∑

n>0

1

n
(1− qn)(1− t−n)(1 + rn)xn

}
− exp

{∑

n>0

1

n
(1− q−n)(1− tn)(1 + r−n)x−n

}

=
(1− q)(1− t−1)

(1− p)(1− r)

{
(1− qr)(1− t−1r)

δ(x)− δ(prx)

1− pr

−(r − q)(r − t−1)
δ(rx)− δ(px)

r − p

}
, (11)

with r 6= 0; For r = 1 or p±1, the right hand side of (11) should be understood as

the limit r → 1 or p±1, respectively; And f ij(x) =
∏i

k=1 f
1j(p

i+1

2
−kx) for i ≤ j.

2.3 Example of q-W3

N = 2 case is Virq,t studied in Ref. [12] (see appendix A).
Here we give an example when N = 3. The generators are

W 1(z) = Λ1(z) + Λ2(z) + Λ3(z),

W 2(z) = Λ1(zp
1

2 )Λ2(zp
− 1

2 ) + Λ1(zp
1

2 )Λ3(zp
− 1

2 ) + Λ2(zp
1

2 )Λ3(zp
− 1

2 ). (12)

The relation of these generators is

f 11
(
w

z

)
W 1(z)W 1(w)−W 1(w)W 1(z)f 11

(
z

w

)

2 In these kinds of formulae we use exp
{
−∑n>0

xn/n
}
= 1−x = −x exp

{
−∑n>0

x−n/n
}
.
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= −(1− q)(1− t−1)

1− p

{
δ
(
w

z
p
)
W 2

(
wp

1

2

)
− δ

(
w

z
p−1

)
W 2

(
wp−

1

2

)}
,

f 12
(
w

z

)
W 1(z)W 2(w)−W 2(w)W 1(z)f 21

(
z

w

)

= −(1− q)(1− t−1)

1− p

{
δ
(
w

z
p

3

2

)
− δ

(
w

z
p−

3

2

)}
,

f 22
(
w

z

)
W 2(z)W 2(w)−W 2(w)W 2(z)f 22

(
z

w

)

= −(1− q)(1− t−1)

1− p

{
δ
(
w

z
p
)
W 1

(
zp−

1

2

)
− δ

(
w

z
p−1

)
W 1

(
zp

1

2

)}
,

with

f 11(x) = exp

{∑ 1

n
(1− qn)(1− t−n)

1− p2n

1− p3n
xn

}
= f 22(x),

f 12(x) = exp

{∑ 1

n
(1− qn)(1− t−n)

1− pn

1− p3n
p

n
2 xn

}
= f 21(x).

Note that there is no difference between W 1 and W 2 in algebraically.

2.4 Highest weight module of q-WN algebra

Here we refer to the representation of the q-WN algebra. Let |λ〉 be the highest
weight vector of the q-WN algebra which satisfies W i

n|λ〉 = 0 for n > 0 and
i = 1, 2, · · · , N−1 and W i

0|λ〉 = λi|λ〉 with λi ∈ C. Let Mλ be the Verma module
over the q-WN algebra generated by |λ〉. The dual module M∗

λ is generated
by 〈λ| such that 〈λ|W i

n = 0 for n < 0 and 〈λ|W i
0 = λi〈λ|. The bilinear form

M∗
λ ⊗Mλ → C is uniquely defined by 〈λ|λ〉 = 1.
A singular vector |χ〉 ∈ Mλ is defined by W i

n|χ〉 = 0 for n > 0 and W i
0|χ〉 =

(λi +N i)|χ〉 with N i ∈ C.

3 Screening currents and singular vectors

Next we turn to the screening currents, a commutant of the q-WN algebra, which
construct the singular vectors.

3.1 Screening currents

Let us introduce root bosons αi
n ≡ hi

n − hi+1
n and Qi

α ≡ Qi
h − Qi+1

h for i =
1, 2, · · · , N − 1. Then they satisfies

[αi
n, α

j
m] = −1

n
(1− qn)(1− t−n)

{
(1 + p−n) δi,j − δi+1,j − p−n δi−1,j

}
δn+m,0,

6



[αi
0, Q

j
α] = 2 δi,j − δi+1,j − δi−1,j , (13)

and

[hi
n, α

j
m] =

1

n
(1− q−n)(1− t−n) {qn δi,j − tn δi,j+1} δn+m,0,

[hi
0, Q

j
α] = δi,j − δi,j+1, [αi

0, Q
j
h] = δi,j − δi+1,j. (14)

Note that [hi
n + pnhi+1

n , αi
m] = 0.

By using these root bosons, we define screening currents as follows:

Si
+(z) ≡ : exp




∑

n 6=0

αi
n

1− qn
z−n



 : e

√
βQi

αz
√

βαi
0 ,

Si
−(z) ≡ : exp



−

∑

n 6=0

αi
n

1− tn
z−n



 : e

− 1√
β
Qi

α
z
− 1√

β
αi
0 . (15)

Then we have

Proposition. The screening currents satisfy
[
:
(
pDz − Λ1(z)

) (
pDz − Λ2(zp

−1)
)
· · ·

(
pDz − ΛN(zp

1−N )
)
: , Si

±(w)
]

= (1− q±1)(1− t∓1)
d

d q

t
w

:
(
pDz − Λ1(z)

)
· · ·

(
pDz − Λi−1(zp

2−i)
)

×w δ
(
w

z
pi−1

)
Ai

±(w)p
Dz

(
pDz − Λi+2(zp

−1−i)
)
· · ·

(
pDz − ΛN(zp

1−N )
)
: ,

with

Ai
+(w) = : exp




∑

n 6=0

hi
n − qnhi+1

n

1− qn
w−n



 : e

√
βQi

αw
√

βαi
0q
√

βhi+1

0 p
N+1

2
−i−1,

Ai
−(w) = : exp



−

∑

n 6=0

tnhi
n − hi+1

n

1− tn
w−n



 : e

− 1√
β
Qi

α
w

− 1√
β
αi
0q
√

βhi
0p

N+1

2
−i.

Here d
dξw

f(w) ≡ (f(w)− f(ξw))/((1− ξ)w).

Proof. First, we have

[Λi(z), S
j
+(w)] = (t− 1) δi,j δ

(
w

z
q
)
: Λj(z)S

j
+(w) :

+(t−1 − 1) δi,j+1 δ
(
w

z

)
: Λj+1(z)S

j
+(w) :,

[Λi(z), S
j
−(w)] = (q−1 − 1) δi,j δ

(
w

z

)
: Λj(z)S

j
−(w) :

7



+(q − 1) δi,j+1 δ
(
w

z
t
)
: Λj+1(z)S

j
−(w) : . (16)

Here we use the following formula:

q∓1 exp

{
±
∑

n>0

1

n
(1− qn)xn

}
−exp

{
±
∑

n>0

1

n
(1− q−n)x−n

}
= (q∓1−1) δ

(
xq

1∓1

2

)
.

(17)
The operator parts are

: Λj(wq)S
j
+(w) : = Aj

+(wq)p, : Λj+1(w)S
j
+(w) : = Aj

+(w),
: Λj(w)S

j
−(w) : = Aj

−(w), : Λj+1(wt)S
j
−(w) : = Aj

−(wt)p
−1. (18)

Next,

[Λi(z) + Λi+1(z), S
i
±(w)] = −(1− q±1)(1− t∓1)

d

d q
t
w

{
w δ

(
w

z

)
Ai

±(w)
}
,

[: Λi(z)Λi+1(zp
−1) :, Si

±(w)] = 0. (19)

Hence,
[
:
(
pDz − Λi(z)

) (
pDz − Λi+1(zp

−1)
)
: , Si

±(w)
]

= (1− q±1)(1− t∓1)
d

d q
t
w

{
w δ

(
w

z

)
Ai

±(w)
}
pDz . (20)

This gives us the proposition.
Therefore, the screening currents Si

±(z) commute with any q-WN generators
up to total difference. Thus we obtain

Theorem. Screening charges
∮
dzSi

±(z) commute with any q-WN generators.

3.2 Singular vectors

Let Fα be the boson Fock space generated by the highest weight state |α〉 such
that αi

n|0〉 = 0 for n ≥ 0 and |α〉 ≡ exp{∑N−1
i=1 αiQi

Λ}|0〉 with Qi
Λ ≡ ∑i

j=1Q
j
h.

Note that αi
0|α〉 = αi|α〉. And this state |α〉 is also the highest weight state of

the q-WN algebra.

We denote the negative mode part of Si
+(z) as (S

i
+(z))− ≡ exp

{∑
n<0

αi
n

1−qn
z−n

}
.

Then we have

Proposition. For a set of non-negative integers sa and ra ≥ ra+1 ≥ 0, (a =
1, · · · , N − 1), let

αa
r,s =

√
β(1 + ra − ra−1)−

1√
β
(1 + sa), r0 = 0,

8



α̃a
r,s =

√
β(1− ra + ra+1)−

1√
β
(1 + sa), rN = 0. (21)

Then the singular vectors |χ+
rs〉 ∈ Fα+

rs
are realized by the screening currents as

follows:

|χr,s〉 =
∮ N−1∏

a=1

ra∏

j=1

dxa
j · S1

+(x
1
1) · · ·S1

+(x
1
r1
) · · ·SN−1

+ (xN−1
1 ) · · ·SN−1

+ (xN−1
rN−1

)|α̃r,s〉

=
∮ N−1∏

a=1

ra∏

j=1

dxa
j

xa
j

·
N−1∏

a=1

Π
(
xa, pxa+1

)
∆(xa)C(xa)

ra∏

j=1

(xa
j )

−sa(Sa
+(x

a
j ))− · |αr,s〉

(22)

with xN = 0, x = 1/x and

Π(x, y) =
∏

ij

exp

{∑

n>0

1

n

1− tn

1− qn
xn
i y

n
j

}
, ∆(x) =

r∏

i 6=j

exp

{
−
∑

n>0

1

n

1− tn

1− qn
xn
j

xn
i

}
,

C(x) =
r∏

i<j

exp

{∑

n>0

1

n

1− tn

1− qn

(
xn
i

xn
j

− pn
xn
j

xn
i

)}
r∏

i=1

x
(r+1−2i)β
i . (23)

Proof. The operator product expansion of the screening currents is

Sa
+(x)S

a
+(y) = exp

{
−
∑

n>0

1

n

1− tn

1− qn
(1 + pn)

yn

xn

}
x2β : Sa

+(x)S
a
+(y) :,

Sa
+(x)S

a±1
+ (y) = exp

{∑

n>0

1

n

1− tn

1− qn
p

1±1

2
n y

n

xn

}
x−β : Sa

+(x)S
a±1
+ (y) : . (24)

Since

Sa
+(x1) · · ·Sa

+(xr) =
∏

i<j

exp

{
−
∑

n>0

1

n

1− tn

1− qn
(1 + pn)

xn
j

xn
i

}
r∏

i=1

x2β(r−i)
a :

r∏

i=1

Sa
+(xi) :

= ∆(x)C(x)
r∏

i=1

x
(r−1)β
i :

r∏

i=1

Sa
+(xi) :, (25)

and

:
N−1∏

a=1

ra∏

i=1

Sa
+(xi) : |α̃r,s〉 =

N−1∏

a=1

ra∏

i=1

(xa
i )

(1−ra+ra+1)β−(1+sa)(Sa
+(xi))− · |αr,s〉, (26)

we obtain the proposition.
Note that C(x) is a pseudo-constant under the q-shift, i.e., qDxiC(x) = C(x).

The expression in (21) is the same as that of q = 1 case [1].
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Remark that the singular vectors are also realized by using the other screening
currents Si

−(x) by the replacing t with q−1 and
√
β with −1/

√
β in (22), that is

to say:

|χ−
r,s〉 =

∮ N−1∏

a=1

ra∏

j=1

dxa
j · S1

−(x
1
1) · · ·S1

−(x
1
r1
) · · ·SN−1

− (xN−1
1 ) · · ·SN−1

− (xN−1
rN−1

)|α̃−
r,s〉

=
∮ N−1∏

a=1

ra∏

j=1

dxa
j

xa
j

·
N−1∏

a=1

Π−
(
xa, xa+1

)
∆−(x

a)C−(x
a)

ra∏

j=1

(xa
j )

−sa(Sa
−(x

a
j ))− · |α−

r,s〉,

(27)

where α̃−
r,s, α

−
r,s, Π−, ∆− and C− are obtained from those without − suffix by the

replacing t with q and
√
β with −1/

√
β. And (Sa

−(z))− is the negative mode part
of Sa

−(z).

4 Vertex operator of fundamental representa-

tion

Now we introduce a vertex operator. Let V (z) be the vertex operator defined as

V (z) ≡ : exp



−

∑

n 6=0

h1
n

1− qn
p−

n
2 z−n



 : e−

√
βQ1

hz−
√

βh1
0 . (28)

When q = 1, this V (z) coincides with the vertex operator of fundamental rep-
resentation. Note that the fundamental vertex Λ1(z) can be realized by V (z)
as

Λ1(zp
1

2 ) = :V (zq−1)V −1(z) : p
N−1

2 . (29)

Hence, this vertex operator V (z) can be considered as one of a building block of
the q-WN generators. We have

Proposition. The vertex operator V (w) enjoys the following Miura-like relation:

:
(
pDz − gL

(
w

z

)
Λ1(z)

)
· · ·

(
pDz − gL

(
w

zp1−N

)
ΛN(zp

1−N )

)
: V (w)

−V (w) :
(
pDz − Λ1(z)g

R

(
z

w

))
· · ·

(
pDz − ΛN(zp

1−N )gR
(
zp1−N

w

))
:

= p
N−1

2 (1− t−1) δ
(
w

z
p

1

2

)
: V (wq−1)

(
pDz − Λ2(zp

−1)
)
· · ·

(
pDz − ΛN(zp

1−N )
)
:,

and

gL(x) = exp

{∑

n>0

1

n
(1− tn)

1− pn

1− pNn
p

n
2 xn

}
t−

1

N ,
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gR(x) = exp

{∑

n>0

1

n
(1− t−n)

1− p−n

1− p−Nn
p−

n
2 xn

}
. (30)

Proof. The fundamental relation is

gL
(
w

z

)
Λi(z)V (w)− V (w)Λi(z)g

R

(
z

w

)
= p

N−1

2 (t−1 − 1) δi,1 δ
(
w

z
p

1

2

)
V (wq−1),

(31)
i.e.,

(
pDz − gL

(
w

z

)
Λi(z)

)
V (w) = V (w)

(
pDz − Λi(z)g

R

(
z

w

))

+ p
N−1

2 (1− t−1) δi,1 δ
(
w

z
p

1

2

)
V (wq−1), (32)

here we use : Λ1(wp
1

2 )V (w) : = V (wq−1)p
N−1

2 . By using this relation (32) and
V (w)Λi(z)g

R (z/w) =:V (w)Λi(z) :, we obtain the proposition.
For example, when N = 3, the relation between the vertex operator V (w) and

the q-WN generators is

gL
(
w

z

)
W 1(z)V (w)− V (w)W 1(z)gR

(
z

w

)
= p(t−1 − 1) δ

(
w

z
p

1

2

)
V (wq−1),

gL
(
w

z

)
gL
(
w

z
p
)
W 2(zp−

1

2 )V (w)− V (w)W 2(zp−
1

2 )gR
(
z

w

)
gR
(
z

w
p−1

)

= p(t−1 − 1) δ
(
w

z
p

1

2

)(
:V (wq−1)Λ2(wp

− 1

2 ) : + :V (wq−1)Λ3(wp
− 1

2 ) :
)
.(33)

5 Macdonald polynomials

Finally we present a relation with the Macdonald polynomials. The excited states
of trigonometric Ruijsenaars model are called Macdonald symmetric functions
Pλ(z) and they are defined as follows:

HPλ(z1, · · · , zM) = ελPλ(z1, · · · , zM),

H =
M∑

i=1

∏

j 6=i

tzi − zj
zi − zj

· qDzi , ελ =
M∑

i=1

tM−iqλi , (34)

where the λ = (λ1 ≥ λ2 ≥ · · ·λM ≥ 0) is a partition.
The Macdonald polynomials with general Young diagram λ are realized as

some kinds of correlation functions of the screening currents and vertex operators
of the q-WN algebra as follows:

11



Theorem. Macdonald polynomial Pλ(z) with the Young diagram λ =
∑N−1

i=1 (srii ),
ri ≥ ri+1 is written as

Pλ (z1, · · · , zM) ∝ 〈αr,s| exp
{
−
∑

n>0

h1
n

1− qn

M∑

i=1

zni

}
|χr,s〉. (35)

Here |χr,s〉 is a singular vector in (22).

Note that the operator part of the above equation is the positive mode part
of the product of the vertex operators (28). The Young diagram is as follows:

s1 s2 sN−2 sN−1

λ = r1 r2
· · · · · · rN−2 rN−1 .

Proof. First we have

exp

{
−
∑

n>0

h1
n

1− qn

M∑

i=1

zni

}
Sa
+(w) = Π

(
z, px1

) δa,1
Sa
+(w) exp

{
−
∑

n>0

h1
n

1− qn

M∑

i=1

zni

}
.

(36)
By (22), the right hand side of the equation of this theorem is

∮ N−1∏

a=1

ra∏

j=1

dxa
j

xa
j

· Π
(
z, px1

)N−1∏

a=1

Π
(
xa, pxa+1

)
∆(xa)C(xa)

ra∏

j=1

(xa
j )

−sa , (37)

If we replace xa with (paxa)−1 in (37), then the integrand coincides with that of
the integral formula for Macdonald polynomials in Ref. [2] except for the C(x)
parts. For the integral representation of the Macdonald polynomial, we need only
the property with respect to a q-shift. Since this C(x) is a pseudo-constant under
it, i.e., qDxiC(x) = C(x), they are integral representations of the Macdonald
polynomial (see appendix B).

Remark that the Macdonald polynomials with the dual Young diagram λ′ =(
rs11 , rs22 , · · · , rsN−1

N−1

)
are realized by using the other screening currents Si

−(x) with

|χ−
r,s〉 in (27) as

Pλ′ (−z) ∝ 〈α−
r,s| exp

{
−
∑

n>0

h1
n

1− qn

M∑

i=1

zni

}
|χ−

r,s〉. (38)
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6 Conclusion and discussion

We have derived a quantumWN algebra whose some kinds of correlation functions
are the Macdonald polynomials. 3

Jack polynomials are realized in the following two ways (see also [5]): one
is some kinds of correlation function of WN algebra [8, 1], the other is suitable

combinations of correlation functions of ŝlN algebra [7]. The relations between

Macdonald polynomials, the q-WN algebra and the Uq(ŝlN) algebra are interest-
ing.

In the classical limit h̄ → 0 with q ≡ eh̄, q-Miura transformation (4) reduces
to the classical one. Since the right hand side of it is order h̄N , the left hand
side must be the same order. To do so, h̄ expansion of the q-WN generators
must be nontrivial. Moreover, the classical generators are obtained as a linear
combination of the q-WN generators.

Acknowledgments:

We would like to thank B. Feigin, E. Frenkel and Y. Matsuo for valuable dis-
cussions. S.O. would like to thank members of YITP for their hospitality. This
work is supported in part by Grant-in-Aid for Scientific Research from Ministry
of Science and Culture.

Appendix A: Quantum Virasoro algebra

In this appendix, we give an example when N = 2, i.e., Virq,t in [12]. The
fundamental bosons h1

n and Q1
h satisfy

[h1
n, h

1
m] = −1

n

(1− qn)(1− t−n)

1 + pn
δn+m,0, [h1

0, Q
1
h] =

1

2
. (39)

The root bosons are α1
n = (1 + p−n)h1

n and Q1
α = 2Q1

h.
The q-Virasoro generator W 1(z), the screening currents S1

±(z) and the vertex
operator V (z) are now4

W 1(z) = : exp




∑

n 6=0

h1
nz

−n



 : q

√
βh1

0p
1

2+ : exp



−

∑

n 6=0

h1
np

−nz−n



 : q−

√
βh1

0p−
1

2 ,

3 After finishing of this work, we received the preprint “Quantum W-algebras and elliptic

algebras” by B. Feigin and E. Frenkel (q-alg/9508009). They discuss similar things with ours.
Although the algebra of screening currents is considered there, the normal ordering of q-W
generators and the relation with the Macdonald polynomial are not given.

4 The same operator with S1
+(z) was considered in [10].
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S1
±(z) = : exp



±

∑

n 6=0

1 + p−n

1− rn±
h1
nz

−n



 : e±2

√
β
±1

Q1
hz±2

√
β
±1

h1
0, r+ = q, r− = t,

V (z) = : exp



−

∑

n 6=0

h1
n

1− qn
p−

n
2 z−n



 : e−

√
βQ1

hz−
√

βh1
0 . (40)

The relations of them are

f 11
(
w

z

)
W 1(z)W 1(w) − W 1(w)W 1(z)f 11

(
z

w

)

= −(1− q)(1− t−1)

1− p

{
δ
(
w

z
p
)
− δ

(
w

z
p−1

)}
,

f 11(x) = exp

{∑

n>0

1

n

(1− qn)(1− t−n)

1 + pn
xn

}
, (41)

[
W 1(z), S1

±(w)
]
= −(1− q±1)(1− t∓1)

d

dr±w

{
w δ

(
w

z

)
A1

±(w)
}
,

A1
±(w) = : exp




∑

n 6=0

1 + r±n
∓

1− r±n
±

h1
nw

−n



 : e±2

√
β
±1

Q1
hw±2

√
β
±1

h1
0q∓

√
βh1

0p∓
1

2 ,

gL
(
w

z

)
W 1(z)V (w) − V (w)W 1(z)gR

(
z

w

)
= p

1

2 (t−1 − 1) δ
(
w

z
p

1

2

)
V (wq−1),

g
L
R (x) = exp

{∑

n>0

1

n

1− t±n

1 + p±n
p±

n
2 xn

}
t−

1±1

4 . (42)

For non-negative integers s and r ≥ 0, the singular vectors |χrs〉 ∈ Fαrs
are

|χr,s〉 =
∮ r∏

j=1

dxj · S1
+(x1) · · ·S1

+(xr)|α−r,s〉

=
∮ r∏

j=1

dxj

xj

·∆(x)C(x)
r∏

j=1

(xj)
−s(S+(xj))− · |αr,s〉, (43)

with α1
r,s =

√
β(1 + r)− 1√

β
(1 + s). ∆(x) and C(x) are the same as (23).

Appendix B: Integral formula for the Macdonald

polynomials

Finally, we recapitulate the integral representation of the Macdonald polynomials
[2] ([9, 1] in the q = 1 case). Let us denote the Macdonald polynomial defined by
(34) as Pλ(z; q, t) or Pλ(z1, · · · , zM ; q, t).
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Proposition. The Macdonald polynomials with the Young diagram λ =
∑N−1

i=1 (srii )

or with its dual λ′ =
(
rs11 , rs22 , · · · , rsN−1

N−1

)
are realized as follows:

Pλ(z; q, t) ∝
∮ N−1∏

a=1

ra∏

j=1

dxa
j

xa
j

·Π
(
z, x1

)N−1∏

a=1

Π
(
xa, xa+1

)
∆(xa)C(xa)

ra∏

j=1

(xa
j )

sa,

Pλ′(z; t, q) ∝
∮ N−1∏

a=1

ra∏

j=1

dxa
j

xa
j

· Π̃
(
z, x1

)N−1∏

a=1

Π
(
xa, xa+1

)
∆(xa)C(xa)

ra∏

j=1

(xa
j )

sa,

with an arbitrary pseudo-constant C(x) such that qDxiC(x) = C(x). Here
Π̃(x, y) ≡ ∏

ij(1 + xiyj). Π and ∆ are in (23).

Proof. This proposition is proved by using two transformations in the follow-
ing lemmas iteratively. The first transformation adds a rectangle to the Young
diagram and the second one increases the number of variables.

Lemma 1. Galilean transformation. (eq. (V I.4.17) in [6])

Pλ+(sr)(x1, · · · , xr) = Pλ(x1, · · · , xr)
r∏

i=1

xs
i . (44)

This transformation adds a rectangle Young diagram to the original one:

λ 7−→
r

s λ

.

Lemma 2. Particle number changing transformation.

Pλ(x1, · · · , xN ; q, t) ∝
∮ M∏

j=1

dyj
yj

Π(x, y)∆(y)C(y)Pλ(y1, · · · , yM ; q, t),

Pλ′(x1, · · · , xN ; t, q) ∝
∮ M∏

j=1

dyj
yj

Π̃(x, y)∆(y)C(y)Pλ(y1, · · · , yM ; q, t),

here C(y) is an arbitrary pseudo-constant qDyiC(y) = C(y) and λ′ is a dual Young
diagram of λ.

Proof. Let us define scalar products 〈∗, ∗〉 and the another one 〈∗, ∗〉′N as follows:

〈f, g〉 ≡
∮ ∏

n>0

dpn
2πipn

f(p) g(p),

〈f, g〉′N ≡ 1

N !

∮ N∏

j=1

dxj

2πixj

∆(x) f(x) g(x), (45)
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for the symmetric functions f and g with pn ≡ ∑N
i=1 x

N
i , pn ≡ n1−qn

1−tn
∂

∂pn
and

xj ≡ 1/xj . Here we must treat the power-sums pn as formally independent
variables, i.e., ∂

∂pn
pm = δn,m for all n,m > 0. Then (eq. (VI.4.13) and (VI.5.4)

in [6])

Π(x, y) =
∑

λ

Pλ(x; q, t)Pλ(y; q, t)〈Pλ, Pλ〉−1,

Π̃(x, y) =
∑

λ

Pλ(x; q, t)Pλ′(y; t, q). (46)

Since the Macdonald operator is self-adjoint for the another scalar product 〈∗, ∗〉′N ,
that is to say 〈H f, g〉′N = 〈f,H g〉′N (eq. (VI.9.4) in [6]), the Macdonald poly-
nomials are orthogonal for this product 〈Pλ, C Pµ〉′N ∝ δλ,µ with an arbitrary
pseudo-constant C. The proposition follows from the completeness (46) and the
orthogonality of Pλ’s.

Remark that the above lemma 2 is also proved directly by using the power-
sum representation of the Macdonald operator [1]. Since that is also important
to analyze the algebraic properties of the Macdonald polynomials, we review it
here.

Proposition. Macdonald operatorH(x1, · · · , xN ) are written by the power sums
pn ≡ ∑N

i=1 x
n
i as follows:

H =
tN

t− 1

∮
dξ

2πiξ
exp

{∑

n>0

1− t−n

n
pnξ

n

}
exp

{∑

n>0

(qn − 1)
∂

∂pn
ξ−n

}
− 1

t− 1
.

(47)

Proof. Since qDxipn = ((qn − 1)xn
i + pn) q

Dxi , we have

qDxi = :exp

{∑

n>0

(qn − 1)xn
i

∂

∂pn

}
: =

∮
dξ

2πiξ

∑

n≥0

xn
i ξ

n · exp
{∑

n>0

(qn − 1)
∂

∂pn
ξ−n

}
,

(48)
here : ∗ : stands for the normal ordering such that the differential operators ∂

∂pn

are in the right. It follows from eq. (III.2.9) and (III.2.10) in [6] that

∑

i

∏

j 6=i

txi − xj

xi − xj

∑

n≥0

xn
i ξ

n =
tN

t− 1
exp

{∑

n>0

1− t−n

n
pnξ

n

}
− 1

t− 1
. (49)

This gives us the proposition.

Let H̃N(x1, · · · , xN ) ≡ t−N ((t− 1)H(x1, · · · , xN) + 1), then

H̃N(x1, · · · , xN)Π(x, y) = H̃M(y1, · · · , yM)Π(x, y). (50)

With the self-adjointness of H for the another scalar product, we obtain the
lemma 2 again.
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