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Abstract

The recently developed techniques are applied to give exact nonpertur-

bative solutions of three matrix model. There exist three different critical

points and the specific heats of the model corresponding to these points sat-

isfy the different differential equations (string equations). A critical point

expected to correspond to the tricritical Ising model is connected to the

Ising model by a critical line. The string equations on each scaling limit

coincide with the type (p, q) = (4, 5), (2,7) and (3,8) equations of Douglas’s

general argument.
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In spite of beautiful developments of string theory, we are still in the dark about

its nonperturbative properties. Recently, some remarkable progress has been made in

nonperturbative approach to two dimensional gravity or noncritical string theory.1,2,3)

They have given exact nonperturbative solution for the discretized two dimensional

gravity by using the large-N matrix method with some double scaling limit for large-N

and critical coupling. They also obtained the other solutions which exhibit multicritical

behaviour and indexed by a positive integer m (= 2, 3, · · ·).
These solutions are initially believed to correspond to minimal unitary conformal

models coupled to quantum gravity. It is shown, however, that this conjecture is not

true and m = 3 multicritical theory∗ corresponds to the Yang-Lee edge singularity4)

which is described by a non-unitary CFT with c = −22/5.5)

Furthermore, it has been found that the correct exact specific heat of the Ising model,

which is realized by two matrix model,6,7,8) actually satisfies a different string equation

from that of (m = 3) multicritical model.9,10,11) Therefore, we can easily imagine that the

next candidate for the models describing the unitary CFT’s are given by generalizing

two matrix model12,13) to n-matrix models.

The solvable n-matrix models are first introduced in Ref. [14] and described by n -

N×N hermitian matrix Mi (i = 1 ∼ n) as†

Zn =
∫ n∏

i=1

dMi exp

(
−tr

n∑
i=1

Vi(Mi) + tr
n−1∑
i=1

ciMiMi+1

)
,

Vi(x) =
1

2
x2 +

∑
j≥3

1

N
j
2
−1

gi,j
j!

xj. (1)

The nonperturbative property of these models is studied by Douglas18) from point

of view of the generalized KdV hierarchies (GKH). He claimed that these models are

governed by some series of equations[
Q

q
p

+, Q
]
= 1, (2)

∗The parameter m is related to the general formula for the minimal conformal series as c = 1 −
6(p−q)2

pq with p = 2, q = 2m− 1.
†In the limit n → ∞ these models become one dimensional string theory (CFT with c = 1).15,16,17)

This fact also supports the above expectation.
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with p-th order differential operator

Q = ∂p +
p∑

i=2

ai∂
p−i. (3)

The minimal unitary series is identified with (p, q) = (m,m+ 1), m ≥ 3. However, we

think that these Douglas’s argument are still obscure and need further confirmation by

solving the models concretely.

In this paper, we will solve three matrix model explicitly, and show that there is a

critical point on which the system is actually controlled by the expected equation, eq.

(2) with (p, q) = (4, 5). Moreover, we will find another two critical points which are

governed by the string equation, eq. (2) with (p, q) = (2, 7) and (3,8).

Let us first summarize general formulae for n-matrix model, which are applicable

to asymmetric coupling constants. The method to solve the n-matrix chain model

described by eq. (1) with the restricted coupling constants, ci = c and gi,j = gj for
∀i,

has been formulated in [14] by means of orthogonal polynomial method. We give here

some formulae for more general coupling constants as in eq. (1). In these model, we can

simultaneously diagonalize the matrices Mi as Mi = U
†
i XiUi by using unitary matrix

Ui and the partition function eq. (1) is rewritten by diagonal matrices Xi as12,13,14)

Zn = K
∫ n∏

i=1

dXi∆(Xn)∆(X1) exp

(
−tr

n∑
i=1

Vi(Xi) + tr
n−1∑
i=1

ciXiXi+1

)
(4)

= KN !
N−1∏
i=0

hi, K =

(
πn∏n−1
i=1 ci

)N(N−1)
2 N∏

i=1

i!−1, (5)

after integrating out angular matrices Ui. Here ∆(X) is the Vandermonde’s determinant

and hi’s are defined by the following conditions of two orthogonal monic polynomials

P+(x) and P−(y):

hiδij =
∫ n∏

k=1

dxkP
−
j (xn)P

+
i (x1) exp

(
−

n∑
k=1

Vk(xk) +
n−1∑
k=1

ckxkxk+1

)
. (6)

The free energy of the model, therefore, can be calculated from these constants hi. In

order to obtain these constants hi, we can use the similar argument with [14]. If we

introduce the following notation

M±
i f(x) =

∫
dy exp

(
−V ±

i (y) + c±i xy
)
f(y), (7)
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∑
j

(
xδij − α±

(k) i,j

)
M±

k · · ·M±
2 M±

1 P
±
j (x) = 0 (0 ≤ k ≤ n− 1), (8)

∑
j

(
d

dx
δij − β±

i,j

)
P±
j (x) = 0, (9)

where c−n−i = c+i = ci, V −
n+1−i = V +

i = Vi, the expansion coefficients α±
(i) can be

computed from the formulae

c±i α
±
(i) = V ± ′

i (α±
(i−1))− c±i−1α

±
(i−2) (1 ≤ i ≤ n− 1), (10)

with c±0 α
±
(−1) = β±, [α±

(0), β
±] = 1, and

α−
(k−1) i,j hj = α+

(n−k) j,i hi (1 ≤ k ≤ n). (11)

In particular, the last equation eq. (11) is most important and include all the informa-

tions we need.‡

In the case with Z2-symmetric coupling constants such that Vi = Vn+1−i and

ci = cn−i, simplifications occur, because of the fact that we can choose the orthog-

onal polynomials as P+
i (x) = P−

i (x) and then α+
(i) = α−

(i), β+ = β−. Only these

simpler formulae are needed for our purpose.

Let us apply the general formulae summarized above to the three matrix model with

Z2-symmetric coupling constants,

Z3 =
∫

dAdBdC e−S(A,B,C), (12)

=
∫

dXdY dZ∆(X)∆(Z) e−S(X,Y,Z), (13)

S(A,B,C) =
1

2
tr(A2 +B2 + C2)

+
1

N

1

4!
tr(gA4 + g′B4 + gC4)− ctr(AB +BC). (14)

It should be noted here that two coupling constants g and g′ can be different in general.

If we set g′ = 0, B-integration becomes Gaussian and we get the two matrix model

after integrating it out. The relation of the coupling constants between two models is

c(two) = c2/(1 − c2) and g(two) = g/(1 − c2)2 in our notation (1). Three matrix model,

‡In these formulae, we assume n ≥ 2. For the one matrix model case, only one relation V ′(α) = β

is enough to solve it.
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therefore, include the two matrix model, i.e. the Ising model, for a special case. For

another coupling constants, we assume g ̸= 0, c ̸= 0 hereafter.

We use a familiar notation for α(0) in the general formulae:

xPi(x) = Pi+1(x) + RiPi−1(x) + SiPi−3(x) + · · · . (15)

(Note that the absence of terms Pi, Pi−2 · · · in this recursion relation is a consequence

of the fact that Pi(x) has a definite parity Pi(−x) = (−)iPi(x) since our action S is

quartic (even).) The next coefficients α(1) are calculated from this recursion relation

as14)

cα(1)i,j =



0 for |i− j| > 3

g
6N

for j = i+ 3

g
6N

fifi−1fi−2 for j = i− 3

1 + g
6N

(Ri +Ri+1 +Ri+2) for j = i+ 1

fi
(
1 + g

6N
(Ri−1 +Ri +Ri+1)

)
for j = i− 1,

(16)

where fi = hi/hi−1. From the relation (11), we obtain

cSi =

(
α(1) +

g′

6N
α3
(1)

)
i,i−3

, (17)

c (fi +Ri) =

(
α(1) +

g′

6N
α3
(1)

)
i.i−1

, (18)

Ri

(
1 +

g

6N
(Ri−1 +Ri +Ri+1)

)
+

g

6N
(Si + Si+1 + Si+2)− cα(1)i,i−1 = i.

(19)

These three equations (17)-(19) are sufficient to get the necessary information about

the nonperturbative solution.

We now try to find critical points of the model by considering the naive large-N

limit. In the naive large-N limit, we have

i

N
∼ x,

1

N
fi ∼ f(x)

g
,

1

N
Ri ∼ R(x)

g
, (20)

which give the possibility to derive from (18) and (19) the algebraic equations

c4 (f +R) = f
(
1 +

R

2

) [
c2 +

g′

g

{
1

36
f 3 +

1

12
f 2
(
1 +

R

2

)
+

1

2
f
(
1 +

R

2

)2
}]

, (21)

(R− f)
(
1 +

R

2

)
+

f 3

12c4

[
c2 +

g′

g

{
1

72
f 3 + f

(
1 +

R

2

)2

+
(
1 +

R

2

)3
}]

= gx. (22)
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Here we have eliminated Si by using eq. (17).§ In principle, we can further eliminate R

from the lhs of eq. (22) by solving eq. (21). Then we define a “potential” W (f) by

the lhs of eq. (22) as the function of f . Since the scaling laws arise from the singular

behaviour of f(x) near x = 1, the form of W (f) around there control the criticality.

Therefore, in order to tune all the couplings g, g′ and c on critical, we must adjust it

such that the first three derivatives of W (f) vanish

W
′
(f0) = W

′′
(f0) = W

′′′
(f0) = 0. (23)

The coupling g is related to W as g = W (f0). From the practical stand point, however,

it is not useful to solve eq. (21) and to treat W (f) as the function of only f . We solve

these criticality conditions under the constraint eq. (21) without solving it in the actual

calculation.

Although it is a little lengthy, it presents no difficulties to solve the criticality con-

ditions eq. (23) and eq. (21). We find just three different solutions:¶

i) : f0 = − 7

22
, R0 = −23

22
, c2 =

441

7216
,
g′

g
=

9801

11767
, g = −245

594
, (24)

ii) : f0 =
1±

√
7

4
, R0 = ∓

√
7f0, c2 =

5±
√
7

32
,

g′

g
=

32± 10
√
7

7
, g =

50± 35
√
7

108
, (25)

iii) : f0 =
1

2
, R0 = −3

2
, c2 = − 9

16
,
g′

g
= −81, g = −35

54
. (26)

These solutions would yield three different critical points of the model on the sphere.

We investigate the critical point i ) in detail since it leads to a string equation expected

to represent the tricriticl Ising model (the unitary CFT with c = 7
10
).

To keep the higher genus contributions, we must expand eq. (18) and eq. (19) in

1/N . As in Refs. [1-3], it is convenient to introduce a lattice spacing a so that the

renormalized “cosmological” constant is given by µR = (gc − g)/gca
2. Then we have

§It is worthwhile to note that,by using eq. (17), Si can be eliminated without any approximation.
¶Strictly speaking, the solution (24) gives 0

0 if we put it into eq. (23). This is interpreted as the

limit t → −7/22 on a line explained later.
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the following expansions,

1

N
fi+l ∼ f0

g

1 +∑
k≥1

a
2k
m fk(z − la

1
m )

 , (27)

1

N
Ri+l ∼ f0

g

R0

f0
+
∑
k≥1

a
2k
m rk(z − la

1
m )

 , (28)

with the scaled variable z
i

N
∼ 1− a2z, (29)

and the critical values (24) for couplings. The parameter m is fixed by the order of

criticality2) and m = 4 in our case. The coefficient function f1 related to the free

energy F as f1(z) = F ′′(z). Substituting in eqs.(18) and (19) these expansions, we can

find differential equations for fi and ri. These differential equations reduce to a single

equation for f1 in the case of all the nonperturbatively solved models so far.1,2,3,9,19)

In our case, however, situation is a little different. String equation satisfied by f1

does not become a single equation but two coupled differential equations

f ′′′′ + 10ff ′′ + 5f ′2 + 10f 3 + 10r′′ + 20fr = 0,

f (6) + 13ff ′′′′ + 24f ′f ′′′ + 23f ′′2 + 60f 2f ′′ + 45ff ′2 + 15f 4

−14r′′′′ − 70fr′′ − 20f ′r′ + 20f ′′r + 60r2 =
770

3
z, (30)

where f (i) = dif/dzi, f = f1 and r = r2 − f2. The constant 770/3 in front of z can be

taken to 1 by appropriate rescaling. We will see next these string equations can be also

derived from the GKH stand point.

Before considering about concrete case, let us rewrite eq. (2) more explicit and

convenient form. If we write

Q = ∂p +
p∑

i=2

ai∂
p−i, (31)

Q
q
p = ∂q +

∞∑
i=2

bi∂
q−i, (32)

and use the fact that [Q,Q
q
p

+] = [Q
q
p

−, Q], eq. (2) impose∥

(bi + · · ·)′ = 0 for (q + 1 ≤ i ≤ p+ q − 2),

∥The authors would like to thank T. Eguchi for pointing out this fact.
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p(bp+q−1 + · · ·)′ = 1, (33)

where “· · ·” represents some differential polynomials of aj which disappear if all the

integration constants are equal to zero.

Since the coefficient functions bi’s are uniquely determined as the differential poly-

nomial of ai, eqs. (33) become the differential equations of ai. In particular, we note

that the last equation in eqs. (33) is always integrated out to the form of the familiar

string equation.

Eqs. (33) are the most general equations without any restriction. If we wish it

to have Z2-symmetry it must be restricted that Q is a self-adjoint operator. This is

equivalent to impose Q has a definite parity with respect to ∂ → −∂ when we write it

a symmetric form

Q = ∂p +
p∑

i=2

(
ci∂

p−i + ∂p−ici
)
. (34)

Now consider the case (p, q) = (4, 5). Q is a 4-th differential operator in this case

Q = ∂4 + (u2∂
2 + ∂2u2) + (u3∂ + ∂u3) + u4, (35)

and we should take u3 = 0 for Z2-symmetry. The commutation relation is calculated as[
Q,Q

5
4
+

]
= −4b′6∂

2 − (4b′7 + 6b′′6)∂ − (4b′8 + 6b′′7 + 4b′′′6 + 2a2b
′
6 + a′2b6), (36)

with

32b6 = u′′′′
2 − 10u2u

′′
2 − 15u′2

2 − 10u3
2 + 10u′′

4 + 20u2u4, (37)

128b8 = u
(6)
2 + 6u2u

′′′′
2 + 12u′

2u
′′′
2 + 9u′′2

2 + 50u2
2u

′′
2 + 50u2u

′2
2 + 35u4

2

+2u′′′′
4 − 20u2u

′′
4 + 20u′

2u
′
4 + 20u′′

2u4 + 20u2
4 − 60u2

2u4, (38)

and 64b7 = −32b′6. Then we get two coupled differential equations

b
′

6 = 0, (39)

4b
′

8 = 1. (40)

This coincides with eq. (30) up to integration constants with the identification f =

u2, r = u4 − u2
2.
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Let us now study a few properties of string equation eq. (30). If we assume the

solution of eq. (30) for f(z) has at most second order moving pole singularity as in the

case of Painlevé type equations9,19) f(z) and r(z) can be expanded as

f(z) =
∞∑
i=0

ci(z − z0)
i−2, (41)

r(z) =
∞∑
i=0

di(z − z0)
i−4, (42)

and these expansions converge in the vicinity of z0. The coefficients ci and di are

determined such that f(z) and r(z) are the solution of eq. (30). It is known that

if we can arrange the number of free parameters in expansions (41) is equal to the

order of differential equation, the solution of such a equation has no moving cut sin-

gularity in general.20)∗∗ In our case of eq. (30), expansions (41) must have eight free

parameters.†† The explicit calculation leads, if we choose c0 = −2, eight parameters

z0, c2, c3, c4, c5, c6, c7 and c10 remain unfixed and the simple pole term vanish,

c1 = 0. Therefore our string equation eq. (30) does not admit the solution with any

moving branch point.‡‡

The facts that c0 = −2 and c1 = 0 are important. Since f is the second derivative

of free energy F , this double pole singularity corresponds exactly to logarithmic singu-

larities of the free energy. Thus the partition function Z = eF is entire in z if and only

if the residue c0 is equal to negative integer and there is no simple pole.

Until now we have analyzed a critical point which is expected to correspond the

tricritical Ising model coupled to gravity. We comment here on the behaviour of another

two (25) and (26).

∗∗We call Painlevé test to check a nonlinear differential equation has enough number of free param-

eters.
††This counting comes from the following fact. If we allow the the nonpolynomial differential equation

it is possible to eliminate r(z) from eq. (30) by solving the third order algebraic equation. Then the

resultant differential equation of f becomes eighth order.
‡‡We also find that this situation is common for all the known string equations. The location of

second order pole z0 is always a free parameter and another ones cj appear at j = 6, for m = 2, j =

2, 5, 8 for m = 3, j = 2, 4 ≤ j ≤ 2m − 3, 2m − 1, 2m + 2 for m ≥ 4 for the multicritical one matrix

model and at j = 3, 4, 8 for the Ising model with the choice c0 = −2. In all the cases, we have no

simple pole singularity, c1 = 0.
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First, consider the case (25). The scaling property on this point governed by the

differential equations indexed by (p, q) = (2, 7) of GKH classification. Since it is known

that this equation is derived from m = 4 multicritical one matrix model, this critical

point may be expected to correspond some Yang-Lee type edge singularity described

by some non-unitary CFT.

The case (26) needs a little discussion. Although we find this point as third-order

critical point (highest order we can tune with three couplings in general), the fourth-

order derivative of potential W accidentally vanish on this point so criticality jumps to

fourth-order.

From this reason, we must change the lattice spacing expansions to (27) and (28)

with m = 5 rather than m = 4. With this change one can derive the string equation as

follows:

4f (8) + 60ff (6) + 180f ′f (5) + 402f ′′f ′′′′ + 306f 2f ′′′′ + 252f ′′′2

+1224ff ′f ′′′ + 918ff ′′2 + 891f ′2f ′′ + 630f 3f ′′ + 945f 2f ′2 + 108f 5 = −420z,

(43)

where f = f1. This differential equation eq. (43) was first found in the analysis of two

matrix model with higher order criticality.21)

Eq. (43) can be also derived from the GKH with (p, q) = (3, 8). The operator Q in

this case is

Q = ∂3 +
3

4
(u2∂ + ∂u2) + u3, (44)

and we set u3 = 0 for Z2-symmetry. The commutation relation becomes[
Q,Q

8
3
+

]
= −3b′9∂ − 3(b′10 + b′′9) (45)

with

b9 = 0,

1296b10 = 4u
(8)
2 + 60u2u

(6)
2 + 180u′

2u
(5)
2 + 402u′′

2u
′′′′
2 + 306u2

2u
′′′′
2 + 252u′′′2

2

+1224u2u
′
2u

′′′
2 + 918u2u

′′2
2 + 891u′2

2 u
′′
2 + 630u3

2u
′′
2 + 945u2

2u
′2
2 + 108u5

2.

(46)
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Therefore GKH give the same equation with eq. (43) up to integration constant. The

fact that the criticality jumps by two steps at the point (26) is in accord with the

description by GKH. Since there is no GKH equation for (p, q) = (3, 6), ([Q,Q
6
3
+] = 0),

the system has to jump from (3,4) to (3,8).21)

The Painlevé test for this equation gives a result similar to the other cases. Free

parameters are z0, c3, c4, c5, c6, c7, c8, c12 with c0 = −2 and c1 = 0.

Finally, we give some speculation about a model identification. We may expect from

our result, a critical point (24) realize the tricritical Ising model coupled to gravity. As

a fact which support this expectation, we find a critical line connecting between the

point (24) and the one of the Ising model.

In the above investigation we have considered the case of all the coupling constants

tuned to critical values by imposing the condition (23). If we displace one of these

constants off critical, by relaxing the condition (23) to,

W ′(f0) = W ′′(f0) = 0, (47)

a line which represents lower criticality can be found:

f0 = t, R0 = −3t− 2, c2 =
81t2

4(212t+ 101)
,

g′

g
= − 729(5t+ 2)

t(212t+ 101)2
, g =

10t(187t+ 91)

243
. (48)

One can easily see this line connect a critical point (24) (t = −7/22) to that of the Ising

model (t = −2/5).

The scaling behaviour of the model on this line is governed by the differential equa-

tion

f ′′′′ + 9ff ′′ +
9

2
f ′2 + 6f 3 =

5(187t+ 91)

3(22t+ 7)
z, (49)

except for a point t = −7/22. This equation is a string equation for the Ising model

derived in Refs. [9,19] if we rescale f and z appropriately. On a point (24) the critical

behaviour of the system jumps to one controlled by eq. (30). This criticality structure

corresponds to the tricritical Ising model, in which the chemical potential of the lattice

vacancy parameterizes the critical line. The detailed analysis of phase structure will be

reported in a separate paper.22)

11



We also check the positivity of partition function19) by means of concrete calculation.

It is found that each term of genus expansion is positive up to 60-th order.

The correspondence between three matrix model and the tricritical Ising model

should be further tested by alternate construction such as that of Kostov.23)
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